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ABSTRACT

A proposed method of path planning for single mobile robot in 2D environment cluttered with moving obstacles. The proposed method supposes mobile robot and obstacles are the same specifications in terms of speed and movement and having the same goal. The robot moving from one place to another to reach the goal based on artificial fish swarm algorithm. The simulation of the method shows that the proposed method finds the optimal (near optimal) path. The proposed method is complete because it finds the path, if any.
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INTRODUCTION

Path planning is an important problem in navigation of autonomous mobile robots, which is to find an optimal collision-free path from a starting point to a goal in a given environment according to some criteria such as distance, time or energy while distance or time being the most commonly adopted criterion[1].

To find a safe path in a dangerous environment for the mobile robot is an essential requirement for the success of any mobile robotic systems. Therefore, research on path planning algorithms to make the robot move from the start point to the termination point without collision with obstacles is a fundamental requirement for the mobile robot safety in such environments. Moreover, to reduce...
the processing time, communication delay and energy consumption, the planned path is naturally required to be optimal with the shortest length [3].

There are many intelligent algorithms for path planning such as genetic algorithm, ant colony algorithm neural networks fuzzy logic and so on. However, these algorithms cannot reach an ideal solution individually in complex dynamic environment (it is worth to investigate new ideas and new directions towards solving the basic motion-planning problem, taking into account moving obstacles [1].

Motion planning in dynamic environments is considerably more difficult than the widely studied static problem, since it requires the simultaneous solution of the path planning [2].

With the perfect path planning system, mobile robots can navigate by itself without human intervention to reach the targeted destination. Path planning can be divided into two categories which are global and local path planning. If the knowledge of the environment is known, the global path can be planned offline before the robot start to moves. This global path can aid the robot to traverse within the real environment because the feasible optimal path has been constructed within the environment. However, another category of path planning system known as local path planning is introduced to solve roadmap path planning problem when it faced with the obstacles [4].

ROBOT PATH PLANNING METHODS

Path planning for mobile robots is one of the most important aspects in robot navigation research. The robot path planning methods could be classified into different kinds based on different situations. Depending on the environment where the robot is located in, the path planning methods can be classified into the following two types:

1. Robot path planning in a static environment which only contains the static obstacles in the map; and
2. Robot path planning in a dynamic environment which has static and dynamic obstacles in the map.

Each of these two types could be further divided into two sub-groups depending on how much the robot knows about the entire information of the surrounding environment:

a. Robot path planning in a clearly known environment in which the robot already knows the location of the obstacles before it starts to move. The path for the robot could be the global optimized result because the entire environment is known.

b. Robot path planning in a partly known or uncertain environment in which the robot probes the environment using sensors to acquire the local information of the location, shape and size of obstacles, and then uses the information to proceed local path planning [3].

In discrete planning that each distinct situation for the world is called a state, denoted by x, and the set of all possible states is called a state space, X. For discrete planning, it will be important that this set is countable; in most cases it will be finite. In a given application, the state space should be defined carefully so that irrelevant information is not encoded into a state. The inclusion of irrelevant information can easily convert a problem that is amenable to efficient algorithmic solutions into one that is intractable. On the other hand, it is important that X is
large enough to include all information that is relevant to solve the task [8]. Almost all motion planning methods can be characterized along the following [9]:

**Complete:** A method is said to be complete if it guaranteed to find a collision-free path if one exists; otherwise return failure.

**Sound:** if it guarantees that all its solutions are correct (i.e., collision free).

In this work the Moving on a 2D Grid. Suppose that a robot moves on a grid in which each grid point has integer coordinates of the form (i, j). The robot takes discrete steps in one of four directions (up, down, left, right), each of which increments or decrements one coordinate.

**Fish Swarm Algorithm [5, 6, 7]**

The swarm intelligence is a type of artificial intelligence based on the collective behavior of decentralized, self organized systems. At present the main swarm intelligence algorithms are the ant colony algorithm and the particle swarm optimization. Artificial Fish Swarm Algorithm (AFSA) is a new kind of swarm intelligence optimization algorithm. It is a random and parallel search optimization algorithm based on simulating fish’s behaviors in the water. A series of continuous optimization problem and combinatorial optimization problem has been solved by AFSA successfully [5].

In AFSA, the food consistence in water is defined as the objective function, and the state of an AF is the variable to be optimized. Preying behavior is that AF moves randomly according to its fitness value, thus it is an optimization of individual extremism and belongs to self-studying process; it keeps the diversity of colony. Swarming behavior and following behavior are processes of AF interaction with surrounding environment. These two processes can ensure that it will not be too crowded for an AF with other fellows and the moving direction of AF is consistent with the average moving direction of other near fellows which are moving towards the colony extreme, the convergence of colony can be kept[6]. The basic idea of AFSA is to imitate the fish behaviors such as preying, swarming, following with local search of fish individual for reaching the global optimum; it is random and parallel search algorithm. The AFSA is generated from long observation of fish swarm in nature, using the swarm intelligence in the solution of the optimization problem, and combining with the artificial intelligence[7]. Artificial fish algorithm is based on this characteristic, their behaviors described as follows[6]

1) Preying behavior: This is a basic biological behavior that tends to the food. Generally fish perceives the concentration of food in water by vision or sense to determine the movement and then chooses the tendency.

2) **Swarming behavior:** Fish will assemble in groups naturally in moving process, which is a kind of living habits to guarantee the existence of the colony and avoid dangers.

3) Following behavior: In moving process of the fish swarm, when a single fish or several ones find food, then neighborhood fellows will trail and reach the food quickly.

**Structure of AFSA and definitions**

Suppose that the search space is $D$ -dimensional and $m$ fish form the colony. The state of AF can be expressed by vector $(x_1, x_2, ..., x_d)$ where $x_i (i = 1,2, ..., D)$ is the variable to be searched for the optimal value; the food consistence at present position of AF can be represented by $Y = f(X)$, and $Y$ is the objective function; the distance between obstacle and the R can
be expressed as \( d_{i,j} = \| x_i - x_j \| \). \( \text{Visual} \) represents the vision distance; \( \text{Step} \) is the maximal step length and \( \delta \) is the crowd factor.

**THE PROPOSED ALGORITHM**

The proposed algorithm supposes that the search space is 2D -dimensional and \( m \) fish (moving objects) form the colony. The state of AF can be expressed by vector \( (r, x_1, x_2, \ldots, x_d) \) where \( r \) represent the robot and \( x_i \) (\( i = 1, 2, \ldots, D \)) is the variable to be searched for the optimal value; the food consistence at present position of AF can be represented by \( Y = f(X) \), and \( Y \) is the objective function; the distance between moving objects and the R(robot) can be expressed as \( d_{i,j} = \| x_i - x_j \| \). \( \text{Visual} \) represents the vision distance; \( \text{Step} \) is the maximal step length and \( \delta \) is the crowd factor.

In the proposed model the set of AF represent the moving objects the robot and the dynamic obstacle in a two dimensional space with a static goal. The R try to find its path through the moving obstacles \( (x_1, \ldots, x_n) \). The R movement is based on the fish behavior in the water. The R change its position to reach its goal position by selecting the appropriate behavior (prey, following, swarm) corresponding to the obstacles positions (other moving object in the environment) in the feasible range until find the goal position as described in the following algorithm:

**Algorithm 1**: path planning in dynamic environment based on artificial fish swarm

**Input**: grid representation to the work space, Robot start position \((x_s, y_s)\), goal position \((x_g, y_g)\), and the max number of random obstacles \( n \).

**Output**: planned path.

**Step 1**: generate random positions for \( n \) dynamic obstacles

**Step 2**: for each moving obstacles position \( (i) \) test:

If position \((i)\) in the \( 8 \)-neighboring of the S position then \( n_f = n_f + 1 \) (the number of moving obstacles in visible range).

**Step 3**: select behavior

Switch \( n_f \)

- case \( n_f = 0 \): prey(step 4)
- case \( n_f > 0 \) and \( n_f < w \): following behavior(step 5)
- case \( n_f > w \): swarm behavior

where \( w \) is the number of moving objects in the neighbor area of the robot.

**Step 4**: this mean the all near positions to the R current position are free so choose the neighbor with minimum distance \((x_{new}, y_{new})\):

if the new position is the goal position then find-path = true, go end

\( \text{path} = \text{path} + (x_s, y_s) \)

\( R(x_s, y_s) = x_{new}, y_{new} \)

Go step 1

**Step 5**: a few number of moving objects \((x_i)\) are in the neighbor positions of R, test if the distance of these position which one with \( Y(X_i) < Y(R) \) and \( n_f / n < \delta = 0.5 \)

Then \( \text{path} = \text{path} + (x_s, y_s) \) \( R(x_s, y_s) = (x_j, y_j) \) go to end

If no position is found go to step 4 (prey)

**Step 6**: a number more than 3 of moving objects \((x_i)\) are in the neighbor positions of R,
test if the distance of the center position \( X_c \) of the moving objects and find \( X_j \) in the R 8-neighbor positions nearest to \( X_c \) and with \( Y(x_j) < Y(R) \) and \( n_f/n < \delta = 0.5 \) Then path = path +\((x_s, y_s)\) \\
\( R(x_s, y_s) = (x_j, y_j) \) go to end \\
If no position is found go to step 4 (prey) 

**Step 7:** end

**RESULTS AND DISCUSSION**

The proposed algorithm was implemented using Matlab programming language. Figure 1(a,b,c,d) shows the four execution of the algorithm with environment (10X10) grid and robot start position (1,1) and goal position (10,10) with 10 moving obstacles, number of moving object in the neighbor position of the robot \( w = 3 \) and crowded factor \( \delta = 0.5 \). From the different executions with same input data the planned path is different and near optimal path. At table 1 the planned path length for each execution for the same parameter is shown. From table 1 can be seen that the shortest path is found from the first run.

7. Conclusion

The following points are concluded about the proposed method:

1. Plan path for single robot through other moving objects supposing that all obstacles and the robot are modeled as the robot specifications and each of the obstacles speed and same goal.
2. The planned path is based on the artificial fish swarm algorithm behavior.
3. The proposed method complete mean guarantee to find path if found.

**REFERENCES**


[4]. Nohaidda Binti Sariff, Norlida Buniyamin, 'Ant Colony System for Robot Path Planning in Global Static Environment', Faculty of Electrical Engineering, University Teknologi MARA, Shah Alam, 40450 Selangor, MALAYSIA, SELECTED TOPICS in SYSTEM SCIENCE and SIMULATION in ENGINEERING.

[5]. Kongcun Zhu, Mingyan Jiang, 'Quantum Artificial Fish Swarm Algorithm', Proceedings of the 8th World Congress on Intelligent Control and Automation July 6-9 2010, Jinan, China 978-1-4244-6712-9/10/$26.00 ©2010 IEEE.

[6]. Yong PENG, 'An improved artificial fish swarm algorithm for optimal operation of cascade reservoirs', JOURNAL OF COMPUTERS, VOL. 6, NO. 4, APRIL 2011, Hydraulic Engineering Institute, Dalian University of Technology, Dalian, China.
Path Planning Method for Single Mobile Robot in Dynamic Environment Based on Artificial Fish Swarm Algorithm


Figure (1) proposed algorithm execution, 2D environment 10x10 grid representation with one robot and 10 moving obstacles and f=0.5. Green dot represent robot position, red dots obstacles. Figures a through j describe the robot behavior to choose next new position. Figure j the planned path.
Path Planning Method for Single Mobile Robot in Dynamic Environment Based on Artificial Fish Swarm Algorithm

Figure (1)

Table 1

<table>
<thead>
<tr>
<th>Run</th>
<th>Number of obstacle</th>
<th>Path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Number of obstacle</th>
<th>Path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>25</td>
<td>14</td>
</tr>
<tr>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>35</td>
<td>13</td>
</tr>
<tr>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td>45</td>
<td>12</td>
</tr>
<tr>
<td>50</td>
<td>15</td>
</tr>
</tbody>
</table>